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ABSTRACT 

We have built a comprehensive machine for Marathi Number recognition system. The number and vowels are 

recognized using an classifier which is KNN along with the feature set which is extracted as a moments features. 
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INTRODUCTION  

OCR work on printed Devnagari script started in early 1970s. Among the earlier pieces of work, some of the efforts 

on Devanagri character recognition are due to Sinha [1,7,8] and Mahabala [1]. Sethi and Chatterjee [5] also have done some 

earlier studies on Devanagri script and presented a Devanagri hand-printed numeral recognition system based on binary 

decision tree classifier. They [6] also used a similar technique for constrained hand-printed Devanagri character recognition. 

They did not show results of scanning on real document pages. The first complete OCR system development of printed 

Devanagri is perhaps due to Palit and Chaudhuri [4] as well as Pal and Chaudhuri [3]. For the purpose some standard 

techniques have been used and some new ones have been proposed by them. The method proposed by Pal and Chaudhuri 

gives about 96% accuracy. A survey for hand-written recognition of character is proposed [2]. A few of these work deals 

with handwritten characters of Devanagri. Because of the complexities involved with Devanagri script, already existing 

methods can not be applied directly with this script report on handwritten Devanagri characters was published in 1977 [9] 

and not much research work is done after that. Some research work are available towards Devanagri numeral recognition 

[10-12] but to the best of our knowledge there are only two reports on Devanagri off-line handwritten character recognition 

[13,14] after the year 1977. An excellent survey of the area is given in [15]. Devanagari is the script for Hindi which is 

official language of India. 

The OCR techniques can be broadly classified into two methods Feature Mapped Recognition and Image Mapped 

Recognition. In the Feature Mapped Recognition, the recognition task is accomplished by Extracting certain primitives or 

distinctive features. The individual characters are recognized based on a decision function that decides the presence and 

absence of different primitive components in the character. In the Image Mapped approach the identification and the 

extraction of features are implicit processes within the recognition process. 

DEVANAGARI FEATURE EXTRACTION  

We will now briefly review the few important works done towards feature extraction techniques used for 

devanagri. R.M.K. Sinha et. al. [1,7,8,17,18,19] have reported various feature extraction and recognition aspects of 

devanagari script.In his work  N. Sharma  et. al.[14] used 64 dimensional feature vector and the features are obtained from 

the directional chain code information of the contour points of the characters. S. Basavaraj Patil et.al. [20], R Bajaj et. al. 

[21] and s. kumar used neural network successfully. K. Jaynathi et.al[22] used structure analysis for feature extraction. 

U.pal et. al. [23] features used are obtained from the directional information of the contour points of the numerals. A 

Modified Quadratic Discriminant Function (MQDF) has been used for the recognition of the numerals. Devanagri 
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characters recognition based on segmentation using various operators and converting image into a set of characters having 

definite prerequisite relationship is reported in [24,25,26,27,28]. Padma et. al. [29] have proposed a method based on visual 

discriminating features to identify characters. Hanmandlu and Murthy [10] proposed a Fuzzy model based recognition of  

handwritten Hindi numerals.  

For recognition of handwritten Devanagri numerals, Ramakrishnan et al. [30] used independent component 

analysis technique for feature extraction from numeral images. Ramteke et al [31] proposed an isolated Marathi 

handwritten numeral scheme based on invariant moments. They employed a Gaussian Distribution Function for 

classification. Bajaj et al [11] employed three different kinds of features namely, density features, moment features and 

descriptive component features for classification of Devanagri Numerals.  

They proposed a multi-classifier connectionist architecture for increasing the recognition reliability. Kumar and 

Singh [13] proposed a Zernike moment feature based approach for Devanagri handwritten character recognition. They used 

an artificial neural network for classification. In an attempt to develop a bilingual handwritten numeral recognition system, 

Lehal and Bhatt [32] used a set of global and local features derived from the right and left projection profiles of the 

numeral images for recognition of handwritten numerals of Devanagri and Roman scripts.Sethi and Chatterjee [6] 

proposed a decision tree based approach for recognition of constrained hand printed Devnagari characters using primitive 

features. R.Kapoor et al.[33] extracted nodal features from Devanagri characters.  

Bhattacharaya et al [34,35] proposed a Multi-Layer Perceptron (MLP) neural network based classification 

approach for the recognition of Devanagri handwritten numerals. Recently, significant contributions towards the 

improvement of recognition rates have been made by means of different combination strategies [36,37,38],and the use of  

ANN, support vector machines & HMM [12][39] [40] . 

DATASET  

We have created different dataset with different ISM software fonts.  

 

Figure 1: Devnagari Vowels, Consonants, Modifier, Conjuncts & Pure Consonants.[47] 



Devanagari OCR Using KNN and Moment                                                                                                                                                                         95 

 

Figure 2: Devnagari Numbers 

FEATURE EXTRACTION 

A Moment Functions 

Moment functions are defined on images as the weighted sums of the image intensity function.  Moment functions 

of  order (p+q) are generally defined as  

,),(),( dxdyyxfyxpqyxpq    

Where ),( yxpq  is called the moment weighting kernel. 

When applying moment functions to digital images it is often desirable to write them out using the following 

discrete notation: 


x y

pqpq yxfyx .),(),(  

Some properties of the weighting kernel are passed onto the moments themselves, such as invariance features, ad 

orthogonality.  Depending on the function chosen for the weighting kernel, the calculated moments can capture different 

aspects of the input image[43]. 

Zernike Moments 

As Opposed to geometric moments, Zernike Moments are defined over the unit disk instead of the real plane and 

exhibit the orthogonality property.   

Zernike polynomials are mainly used in optometrics, where they arise as the expension of a wavefront function in 

optical systems with circular pupils [5]. Zernike introduced a set of complex polynomials which form a complete 

orthogonal set over the interior of the unit circle, i.e., 122  yx . Let the set of these polynomials be denoted by 

)},({ yxVnm .  The form of these polynomials is: 

)(exp)()(),(  jmVVyxV nmnmnm   

)(nmR  Radial Polynomial defined as  
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Zernike moments are the projection of the image function onto these orthogonal basis functions.  The zernike 

moment of order n with repetition m for a continuous image function f(x,y) that vanishes outside the unit circle is  

dydxVyxf
n

A nm
yx

nm ),(),(
1 *

122


   


  

For a digital image, the integrals are replaced by summations to get. 

.1),,(),(
1 22* 


  yxVyxf

n
A nm

x y

nm 


 

To compute the zernike moments of a given image, the center of the image is taken as the origin and pixel 

coordinates are mapped to the range of unit circle, i.e. .122  yx   Those pixels falling outside the unit circle are not 

used in the computation.  Also note that ..

*

mnnm AA   Therefore |Anm| can be used as a rotation invariant feature of the 

image function. Since An,–m= Anm, and therefore |An,–m|=|Anm|, we will use only |Anm| for features. Details can be found 

in [42]. We are Zernike movement of order two and movement4.for every dataset. The feature vector size is of 1x4,means 

4 feature per character image are extracted. 

CLASSIFICATION 

Euclidian Distance-Based K-NN Classification 

In KNN classification, training patterns are plotted in d-dimensional space, where d is the number of features 

present.  These patterns are plotted according to their observed feature values and are labeled according to their known 

class. An unlabelled test pattern is plotted within the same space and is classified according to the most frequently 

occurring class among its K-most similar training patterns; its nearest neighbors.  The most common similarity measure for 

knn classification is the Euclidian distance metric, defined between feature vectors yandx


 as :  





f

i

ii yxyxeuc
1

2)(),(


                                                                                                                              

Where f represents the number of features.  Smaller distance values represent greater similarity 
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RESULTS 

Table 1: Result of Vowels 

 

Sr.No. 
Moment 

Order 

Number of 

Moment 

Recognition 

Rate% 

1 4 7 65.44 

2 5 10 68.66 

3 6 14 69.06 

4 7 18 71.63 

5 8 23 73.98 

6 9 28 75.65 

7 10 34 80.55 

 

Table 2: Result of Number 

  

Sr.No. 
Moment 

Order 

Number of 

Moment 

Recognition 

Rate% 

1 4 7 68 

2 5 10 72 

3 6 14 73.44 

4 7 18 75.89 

5 8 23 77.90 

6 9 28 80.45 

7 10 34 81.55 

 

Here we have extracted feature of dataset and classifier are used for classification.The results are given above . 
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